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Abstract

One part of COVID-19’s staggering impact on education has been to suspend or fundamentally
alter ongoing education research projects. This paper addresses how to analyze the simple but
fundamental example of a multi-cohort study in which student assessment data for at least one
cohort are missing because schools were closed, learning was virtual, and/or assessments were
canceled or inconsistently collected due to COVID-19. We argue that current best-practice
recommendations for addressing missing data may fall short in such studies because the
assumptions that underpin these recommendations are violated. We then provide a new, simple
decision-making framework for empirical researchers facing this situation and provide two
empirical examples of how to apply this framework drawn from early childhood studies, one a
cluster randomized trial and the other a descriptive longitudinal study. Based on this framework
and the assumptions required to address missing data, we advise against the standard
recommendation of adjusting for missing outcomes (e.g., via imputation or weighting). Instead,
we generally recommend changing the target quantity by restricting to fully-observed cohorts or
by pivoting to focusing on an alternative outcome. We also consider implications for
missingness patterns in studies not affected by COVID-19.
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Addressing Missing Data Due to COVID-19: Two Early Childhood Case Studies

One part of COVID-19’s staggering impact on education has been to suspend or fundamentally
alter ongoing education research projects; see Hedges and Tipton (2020) for a wide-ranging
discussion. The goal of this paper is to focus on one specific but widespread challenge: how to
analyze data from a multi-cohort study in which student assessment data for at least one cohort
are missing because schools were closed, learning was virtual, and/or assessments were
canceled or inconsistently collected due to COVID-19.1 In the discussion, we also consider
implications for this type of missingness in studies not affected by COVID-19.

The standard recommendation for handling missing outcome information, such as in the What
Works Clearinghouse (WWC) handbook, is to use missing data adjustment methods like
re-weighting or imputation. The goal is typically to minimize bias in estimating the impact for the
original study population. While this is a worthwhile objective in other contexts, we argue that
considerations differ when whole cohorts are missing outcomes due to the pandemic. Instead,
we recommend that researchers report estimates for quantities unaffected by the pandemic,
such as by restricting the estimate to fully-observed cohorts or by focusing on shorter-term
outcomes. In this paper, we walk through these choices in the context of a stylized example and
two early childhood case studies.

As we show, the primary statistical issue with missing data adjustment methods in this pandemic
scenario is that cohorts with missing outcomes provide no information about the impact of the
intervention for those outcomes (see von Hippel, 2007). Adjustment methods like imputation
and re-weighting are then equivalent to generalizing impacts from the subset of fully observed
cohorts to the original study sample. Thus, such methods essentially ask researchers
interpreting the results to “generalize twice” — once from the observed cohorts to the cohorts
with missing outcomes and once from the study to the post-pandemic context in which the study
will be used. These methods also typically introduce noise relative to a simple complete case
analysis alone.

Missing data adjustment methods can also introduce conceptual issues: researchers must make
assumptions about a (counterfactual) state of the world in which data collection during the acute
phase of the crisis becomes possible. In particular, researchers either assume a world without
the pandemic entirely or assume a pandemic world in which data collection is nonetheless
possible. Both choices lead to questions about the goal of targeting these estimands in the first
place and, for the latter quantity, fundamental challenges with measurement and construct
validity. By contrast, estimands based on pre-pandemic quantities alone, such as restricting to
complete cases, avoid these concerns.

1 While the methodological literature on COVID-19-related complications is just beginning, there are many
previous examples of evaluations affected by natural disasters, including hurricanes and wildfires (see
Hedges and Tipton, 2021). Buttenheim (2010) and Moreno et al (2011) give detailed case studies in the
context of evaluations during and after earthquakes in Pakistan and Chile, respectively. See van Lancker
et al. (2021) for a discussion of COVID-19-related disruptions in biomedical trials.
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We assess these questions in some generality in the context of a stylized randomized trial. We
then consider two case studies involving early childhood education that were affected by the
pandemic. The designs—a cluster-level RCT and a descriptive cohort study—are two important
special cases of this broader problem:

● The first case study is a multiple-cohort, cluster RCT evaluation of an assets-based,
culturally responsive family intervention aiming to improve Latino kindergarten children’s
cognitive and academic outcomes in one of the largest school districts in the Southeast.
Complete data for pre-test, post-test, and follow-up are available for one cohort, but the
pandemic precluded follow-up data collection for cohort two.

● The second case study is a decade-long descriptive study of public pre-K access and
enrollment in Chicago that was interrupted in its final year by COVID-19. For the first five
of six cohorts, researchers obtained standardized test scores from Kindergarten through
third grade; for the final cohort, the third grade assessment, the primary outcome of
interest, was canceled.

These study disruptions presented major challenges to both studies, including undermining
statistical power and limiting information for future program scale-up and policy decisions. In
both case studies, we argue that researchers should generally focus on estimands unaffected
by the pandemic, and caution against missing data adjustment methods that target outcomes
missing due to pandemic-related disruptions.

We conclude by discussing the challenges associated with the differential and inequitable
impact that COVID-19 and the ensuing economic crisis has had on student learning. Our hope
is that this case study can further discussion of best practices for education research in an
extraordinary time.

Missing Data due to COVID-19
There is an extensive literature on accounting for missing outcomes, also known as attrition, in
experimental and non-experimental education studies.2 Canonical references for education
research include the WWC Standards Handbook (Miller et al. [2019] give a thorough
introduction) and Puma et al. (2009), among others. Logan (2020) provides a useful overview of
these ideas for COVID-19-related missingness.

The goal of this paper is to explore recommendations when entire cohorts have missing
outcomes due to pandemic-related closures or disruptions. We first outline an idealized setup
for COVID-19-related missingness to explain the key ideas. We then discuss applying standard

2 Since we focus exclusively on missing outcomes, we will use the terms missing outcomes and attrition
interchangeably.
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missing data adjustment methods in this idealized setting, before turning to alternative
approaches.

Idealized setup for COVID-19-related missingess
We begin with an idealized randomized trial with two (equal-sized) cohorts and three time
periods, with randomization to treatment and control conditions within each cohort.3 Figure 1
gives a schematic of this setup. Cohort A is enrolled at Time 0, with the first follow up at Time 1
and second follow up at Time 2; Cohort B is enrolled at Time 1, with the first follow up at Time 2
and second follow up at Time 3. At the time of randomization, the substantive goal is to estimate
the impact of the intervention on the longer-term outcome, measured two periods after
enrollment (at Time 2 for Cohort A and Time 3 for Cohort B). As in many multi-cohort studies,
we assume that the original study design required enrolling both cohorts to be fully powered for
the hypothesized effect size.

The key complication is that, while all enrollment and outcome data are collected as planned for
Cohort A, the pandemic disrupts data collection at Time 3 for Cohort B. For this second cohort,
we only observe the shorter-term follow up at Time 2.

Figure 1: Schematic of missing data structure

Time 0 Time 1 Time 2 Time 3
[pandemic]

Cohort A [Enrolled] Shorter-term
Follow Up✓

Longer-term
Follow Up✓

---

Cohort B --- [Enrolled] Shorter-term
Follow Up✓

Longer-term
Follow Up✗

In this idealized setting, the overall attrition rate, the rate of missing outcome data for the entire
sample, is 50% (missing cohort B at Time 3). However, the differential attrition rate, the
difference in rates of missing outcome data between treatment and control groups, is 0% (since
treatment arms are equally affected). This would be considered a “low attrition” RCT under
WWC standards, and could meet WWC standards without reservations given appropriate
adjustment.4

The study’s original target estimand is the longer-term effect for both Cohorts A and B; that is,
Cohort A at Time 2 and Cohort B at Time 3. We now turn to how and under what assumptions

4 The WWC guidelines also provide an exception for “acts of nature” that affect both groups equally. This
example would likely fall into that category.

3 This is modeled off a similar idealized setup in Logan (2020).
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we could estimate this original quantity using missing data adjustment methods. We then turn to
alternative quantities of interest.

Missing data adjustment

Why adjust for missing data?
Missing data can lead to two main problems; see Puma et al. (2009) for an extended discussion
in the context of randomized trials in education. First, restricting the analysis to only those units
with observed outcomes can introduce bias when there is differential missingness between the
treated and control groups. Missing data adjustment methods, such as regression imputation
and non-response weighting, reduce this bias by making the treatment groups comparable
across baseline covariates.

Second, even when treatment groups are balanced, the cohorts with observed outcomes could
differ in systematic ways from the original planned study sample, potentially limiting the study’s
external validity. This is particularly relevant when the original sample of students and schools is
substantively important, such as when sites are sampled at random. Regardless, as Puma et al.
(2009) note, “the study’s goal is presumably to obtain internally valid estimates of the
intervention’s impact for that sample of schools [emphasis in original]. If missing data problems
lead to a sample of students with complete data in those schools that is not representative of all
students in those schools, we believe this is a problem that should be addressed” (p. 16).5

In general, the first problem is far more pressing than the second. Missing data adjustment
methods, however, typically ignore this distinction and handle both problems at once, such as
by re-weighting each treatment arm to have the same distribution of observed covariates as the
original study population.

In the context of our stylized pandemic example, outcomes are missing for entire cohorts and so
we do not need to address differential attrition. Instead, the main concern is that Cohort A alone
is not representative of both Cohorts A and B together (i.e., there are important differences
across cohorts), and therefore the estimate from Cohort A alone is no longer representative of
the original study sample.

5 Little and Rubin (2020) also appeal to experimental design considerations: “The advantages of filling in
the missing values in an experiment rather than trying to analyze the actual observed data include the
following: (i) It is easier to specify the data structure using the terminology of experimental design (for
example as a balanced incomplete block), (ii) it is easier to compute necessary statistical summaries, and
(iii) it is easier to interpret the results of analyses because standard displays and summaries can be
used.” Given the many other complications here, we view these as minor considerations.
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Under what assumptions?
Methods that adjust for missing outcomes traditionally rely on the assumption that outcomes are
Missing At Random (MAR). This has two components. First, missingness only depends on
observed (baseline) covariates and treatment assignment — and not on unobserved factors. In
other words, under MAR, missingness is not a moderator for the treatment effect, after adjusting
for baseline covariates. Second, there are no values of baseline covariates and treatment
assignment where all outcomes are missing, known as positivity. In other words, missingness
truly is “random” given observable characteristics.

With pandemic-related missingness, however, we argue that traditional MAR is insufficient
because positivity no longer holds — outcomes are missing for an entire cohort and we know
that, at the very least, the pandemic affected one cohort but not others. Instead, the necessary
assumption is that we can generalize the impact from Cohort A to Cohort B, which is typically
stronger than traditional MAR.

To see this, first consider generalizing estimates across locations, such as from a study
conducted in Chicago to Milwaukee (see, e.g., Tipton and Olsen, 2018; Dahabreh et al., 2020;
Egami and Hartman, 2020). In practice, the estimation procedure for generalizing effects (e.g.,
via re-weighting) will be identical to standard missing data adjustment methods. The underlying
assumptions will differ, however: it is challenging to view generalization from the perspective of
missing data in part because it is hard to imagine that a student’s location (Chicago or
Milwaukee) is “random.” And since the study was conducted entirely in Chicago, positivity does
not hold. Instead, the necessary assumptions for generalizing are: (1) the true subgroup impacts
(based on baseline characteristics) are the same for the original and target populations — in
other words, living in Chicago vs. Milwaukee doesn't matter for effects, once we adjust for some
observed characteristics; and (2) that all treatment effect moderators are measured. Under
these assumptions, we can then generalize the impact estimate from Chicago to Milwaukee by
adjusting for differences in the mix of baseline covariates and school characteristics between
the two locations. For pandemic-related missingness, we generalize across cohorts and over
time, rather than across locations, but nonetheless require these same strong assumptions.

The connection to generalizability also clarifies that Cohort B provides no information about the
intervention’s longer-term impacts, just as there is no information in Milwaukee about a study
conducted in Chicago. Von Hippel (2007) formalizes this for the scenario when all covariates are
observed and we are only missing missing outcomes: “cases with imputed Y quite literally
contain no information about the regression of Y on [treatment]” (p. 88). In a multi-cohort
scenario, any additional information necessarily comes from modeling assumptions, such as
parametric restrictions or longitudinal structure. Without such structure, von Hippel notes that
using imputed outcomes in the analysis would “simply add noise” (2007, p. 85). Researchers
must therefore assess whether obtaining a noisier estimate generalized to the original study
sample is more valuable than a more precise estimate for Cohort A alone.
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Conceptual issues with pandemic missingness
In standard applications of attrition, we can usually imagine how data collection would be
possible; e.g., a student who is absent on the day of the assessment instead attends school.
This story is more complicated with pandemic-related missingness, which introduces a range of
conceptual questions.

An important first step is to specify how (counterfactual) data collection would be possible.6 This
leads to two versions of the original study estimand:

● A world without the pandemic. Here we imagine that the pandemic never occurred, and
thus there is no impact on the education system or on participants. Data collection
proceeds accordingly.

● A world with the pandemic: Here we imagine that the pandemic continues to affect
society, the education system, and study participants, but that data collection is possible
nonetheless.

Both estimands are representative of the original study population, consistent with the goal of
missing data adjustment. Moreover, this distinction is purely conceptual and, in practice, the
resulting missing data adjustment procedure is the same for both estimands.

In principle, however, assuming a world with the pandemic is more useful for understanding
resilience during a disaster and other important mechanisms (Weiland & Morris, 2021). In the
appendix, we discuss two main concerns with this estimand. First, measurement and
interpretation are challenging: it is unclear what it would mean for students to take (counter to
fact) a standardized assessment in the context of remote instruction and global uncertainty.
Second, the timing of planned data collection is also an important consideration: it is easier to
imagine counterfactual data collection occurring a few days earlier than a few months earlier.

Assuming a world without the pandemic avoids these conceptual issues by simply assuming
them away; e.g., we can just assume that there are no underlying measurement issues in a
counterfactual world without the pandemic.7 As the underlying assumptions for generalizing
from Cohort A to Cohort B are already quite strong, we take this as our working model for our
extended discussion below.

7 See Logan (2020) for a helpful discussion of this approach. For example, the author writes that the
estimate “represents what you would expect to occur should you run the study again on a new sample of
participants drawn from the same population, and under the implementation conditions experienced by
the students in the first [cohort].”

6 See Cro et al. (2020) and Van Lecker et al. (2022). In the context of medical trials, Van Lecker et al.
(2022) also suggest an additional estimand: “the effect of the treatment in a post-pandemic patient
population, where individuals can suffer from COVID-19 infections but in the absence of administrative
and operational challenges caused by the pandemic.” While not immediately relevant for this discussion,
this formulation is promising for ongoing education trials.
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Alternative approaches

Thus far, we have considered estimands that involve missing outcomes due to
pandemic-related disruption in Spring 2020 or later; we refer to these as pandemic estimands.
As we discuss next, we instead recommend focusing on pre-pandemic estimands that are
based solely on outcomes collected prior to the pandemic. In particular, we consider two
alternative approaches that target pre-pandemic quantities:

1. Complete case analysis
● Estimand: Longer-term effect for Cohort A only
● Estimation: Difference in outcome means at longer-term follow-up for Cohort A only

2. Alternative outcome
● Estimand: Shorter-term effect for both Cohorts A and B
● Estimation: Difference in outcome means at shorter-term follow-up for both Cohorts

and B

We refer to estimating quantity 1 as “complete case analysis” because the approach only retains
the “complete cases” from Cohort A.8 We refer to estimating quantity 2 as “alternative outcome”
because we shift the outcome of interest from longer-term, as originally planned, to shorter-term
outcomes. We can estimate both target quantities via standard estimators (e.g., difference in
means or linear regression) for the relevant cohorts.

We note that focusing on pre-pandemic estimands necessarily “moves the goalposts” away from
the original study target. We argue that such changes are largely inevitable for studies disrupted
by the pandemic — even continuing with the original quantity of interest requires justification —
and we therefore view this as a less salient concern. That said, for pre-registered studies, the
study team should revise their plan before conducting additional analyses (see, e.g., Gelbach &
Robinson, 2018).

Decision-making framework
Our recommendation is that, when feasible, researchers should focus on pre-pandemic
estimands, though the particular choice of estimand will necessarily depend on the specifics of
the study. We now outline some considerations in deciding between approaches.

● External validity and policy relevance. A key initial question is: How relevant is the choice
of estimand for future, post-pandemic studies? Choosing between the pre-pandemic
estimands — a longer-term effect for Cohort A only or shorter-term effects for both
Cohorts A and B — will depend on the context. The pandemic estimand is different

8 In principle, complete case analysis could also target the longer-term impact for both Cohorts A and B
under a much stronger Missing Completely At Random assumption. We avoid that approach here.

8



because estimating that quantity essentially asks that researchers “generalize twice”:
once from Cohort A to Cohort B; and once from the combined study of Cohorts A and B
to the post-pandemic research questions of interest.

● Standard errors. There is a trade-off between the different approaches in terms of
statistical power. In general, the estimated shorter-term effect for Cohorts A and B will be
the most precise, followed by the longer-term effect for Cohort A alone, followed by the
longer-term effect for Cohorts A and B.9 The degree to which this additional precision
weighs in researchers’ decision-making may depend in large part on sample size: the
smaller the study sample, the more important it may be to researchers to use as many
cohorts as possible.

● Missing data assumptions. Finally, researchers should carefully assess the underlying
assumptions before using missing data adjustment methods. While these assumptions
are inherently untestable, we can examine differences in shorter-term effects across
cohorts, which allows us to assess these assumptions indirectly. We consider this
explicitly in the cluster RCT example below. Following Nguyen et al. (2017), we could
also conduct a formal sensitivity analysis for violations of the generalizability assumption
in this setting.

Two Empirical Case Studies

In the sections below, we assess each of these questions for our two case studies,
demonstrating the utility of this framework for weighing the different approaches. The case
studies highlight two substantively important use cases and complement each other. The
evaluation of the Food For Thought program is an RCT with two cohorts and a more limited
sample size overall. By contrast, the Chicago Pre-K study is a descriptive cohort study with a
much larger sample over six cohorts. Thus, the trade-offs in deciding on a missing data strategy
differ between the two case studies and highlight the utility of our proposed framework in two
very different applications.

9 This is a heuristic ordering under some simplifying assumptions, such as homoskedasticity. We briefly
note recent claims (e.g. Logan, 2020) that missing data adjustment can essentially recover the statistical
power of the (infeasible) original study. We argue that any gains in statistical power in the scenario we
consider are driven by modeling assumptions and are therefore illusory.
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Overview of Culturally Responsive K Study

Background
Our RCT study example estimated the effects of the Food For Thought (henceforth, FFT)
program, an assets-based, culturally responsive family intervention that leverages food routines
to improve Latino kindergarten children’s cognitive and academic outcomes. Family food
routines are an ecocultural asset in Latino communities because through these practices, Latino
parents transmit and preserve their culture and help children to develop their identity as Latinos
and exercise the cultural value of familismo (strong sense of belonging and loyalty to family)
(Murphey et al., 2014; Evans et al., 2011). FFT is a 4-week program taking place in schools;
there is one 90-min family session per week where parents learn strategies to foster children’s
learning during food routines, watch videos of other Latino parents implementing such
strategies, and have the opportunity to practice the strategies with their children and receive
feedback from program facilitators. The theory of change was that parents who received the
FFT program would increase their use of strategies facilitating children’s learning during food
routines (e.g., engaging in parent-child narratives during mealtime), which would in turn
enhance children’s learning outcomes (e.g, language). FFT focuses on kindergarten because
the transition to school is a “sweet spot” for Latino parents, when they are particularly likely to
be involved in their children’s education (Goldenberg et al., 2001). A pilot study of the FFT
program was conducted in 2014-2015 (N = 10 families, 1 school) and a feasibility study was
conducted in 2015-2016 (N = 68 families, 3 schools) (Authors, 2017), finding that children’s
language (vocabulary scores) increased from pre-test to end-of-treatment post-test.

As the next phase in FFT development, a cluster RCT was launched in 2018-2019, involving
two cohorts of kindergarten children and their families (N = 261 students in 13 schools; Cohort
A’s N = 129 in 2018-2019, Cohort B’s N = 132 in 2019-2020; Authors, 2021; 2022).10 The cluster
unit was schools; schools were randomly assigned to FFT or an active control condition. All
schools were Title 1 and served at least 20% of Latino students in one of the largest school
districts in the Southeast. The original study team estimated impacts of FFT on several learning
outcomes, pre-registering their hypotheses following best practices (Gelbach & Robinson,
2018).

For this analysis, we focus on language outcomes, particularly vocabulary scores. As shown in
Figure 2, assessments were conducted at three time points during the kindergarten year:
pre-test (September), end-of-treatment post-test (November), and 5-month follow-up (April).
Children’s language was assessed in schools during a pull-out session using a standardized
test (Woodcock-Muñoz Picture vocabulary subtest; Woodcock, Muñoz-Sandoval, Ruef, &
Alvarado, 2005) and a non-standardized test (expressive vocabulary items of the IDELA,
International Development and Early Learning Assessment; Save the Children, 2017). While

10 There was also a third study cohort planned for 2020-2021. Due to the crisis, this cohort was not
recruited. For the purposes of this study, we discuss only the first two study cohorts as there is no data
available at all for the third cohort.
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children in cohort A were assessed at the three time points, children in cohort B were only
assessed at pre-test and end-of-treatment due to COVID-19 pandemic.

Figure 2. Cohorts included in the FFT study.

2018-2019 2019-2020

Pre-test End-of-treat
ment

5-month
follow-up

Pre-test End-of-treat
ment

5-month
follow-up*

Cohort A Yes✓ Yes✓ Yes✓ -- -- --

Cohort B --- -- -- Yes✓ Yes✓ No✗

*school year interrupted by COVID-19 pandemic

Estimands. In this case study, the three possible estimands are:

1. Effect at 5-month follow up for Cohort A;

2. Effect at end of treatment for Cohorts A and B;

3. Effect at 5-month follow up for Cohorts A and B, in a counterfactual world without the
pandemic.

Estimates
To estimate the impact of the FFT intervention on vocabulary, we conducted three sets of
analyses: (1) using 5-month follow-up with Cohort A data only (“complete case”); (2) using
5-month follow-up with cohort A and with Cohort B data imputed;11 and (3) using end of
treatment for both cohorts (“alternative outcome”). In separate work, we have documented
results of the first two sets of analysis using an extended set of outcomes (Authors, 2021).
Across our three set of results, we estimate the effect of being assigned to participate in the FFT
program (i.e., Intent to Treat [ITT]) using linear regression of the outcome on the FFT treatment
dummy and pretest assessment as well as a set of child, teacher, and school-level variables.12

12 For child covariates, we included child’s sex, test language of the pretest (e.g., English vs. Spanish),
test language of the outcome assessment, and cohort. All regression models are adjusted for clustering
using robust cluster-corrected standard errors at the school level.

11 We imputed the 5-month follow-up outcomes for Cohort B using multiple imputation with Stata 17. We
imputed 50 data sets using multivariate normal regression. The imputation model included all variables
that we specified in our statistical model (e.g., child covariates and pretest scores) as well as an additive
treatment indicator. Our imputation model followed the What Works Clearinghouse Requirements relevant
to imputing outcome data, specifically that (a) the imputation model must include an indicator variable for
intervention status, (b) the imputation model must include all of the covariates used for statistical
adjustment in the impact model, and (c) that the imputation must be based on at least five sets of
imputations (What Works Clearinghouse, 2021).

11



Figure 3 displays the estimates from the three strategies described above. Overall, we found
positive ITT estimates for the FFT intervention for vocabulary for the end of treatment and
5-month follow-up outcomes, though the treatment-control difference was statistically significant
only for the IDELA vocabulary measure at the end of treatment. Of interest in the present study
is the comparison of the impacts for the model with the 5-month follow-up data with Cohort A
only and that with 5-month follow-up with Cohort A and with Cohort B data imputed. The
magnitude for the cohort B imputed outcome for the IDELA was smaller than that of the model
using only Cohort A (ES = 0.14 vs. 0.23). This pattern was consistent with the WM-Picture
Vocabulary (our standardized outcome), with a slightly larger effect size for the Cohort A-only
model (ES = 0.17) than the imputed model (ES = 0.10). Standard errors were smaller for the
Cohort A only follow-up estimates than the imputed estimates. As a reminder, each analytic
strategy estimates a different quantity.

Figure 3. Standardized Regression Coefficients for RCT study

Note: “Complete case” is the analysis with Cohort A alone. Post treatment N=219 for IDELA
Vocab, N=229 for WM-PV. Follow-up complete case N=99 for IDELA Vocab, N=102 for WM–PV.
Follow-up Imputed N=261 for IDELA Vocab and WM-PV.
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Applying the decision-making framework

We now apply the decision-making framework to the FFT study.

● External validity and policy relevance. The impact for the end-of-treatment outcome
using data from Cohorts A and B provides information of the immediate program efficacy
for the FFT intervention but no information on the persistence of the impacts. The impact
on the follow-up outcome data for Cohort A is therefore important for learning whether
impacts persist beyond the program. Including this follow-up outcome for Cohort B as
well is therefore attractive — at least in principle. Reasoning about a counterfactual data
collection world, however, complicates this. A world without the pandemic is therefore a
useful fiction, though its value beyond simply focusing on Cohort A is unclear.

● Estimation: Standard errors. The standard errors are smallest for the impact estimates
immediately post-treatment, and largest for the estimates using imputed follow-up
outcomes. These differences, however, are relatively modest overall.

● Estimation: Missing data assumptions.
○ Differential attrition: To assess differential attrition by cohort, we examined

children’s demographic characteristics (i.e., sex and age at pre-test) as well as
data on all child-level assessments collected at pre-test (e.g., Woodcock-Munoz,
IDELA). Except for two assessments, we found no statistically significant
differences between cohorts at baseline. For IDELA Math, children in Cohort B
scored significantly lower than children in Cohort A (b = -.07, p = .021); for IDELA
executive functioning, children in Cohort B scored higher than those in Cohort A
(b = .11, p = .01).

○ Treatment effect generalizability: The assumption that subgroup effects
generalize from Cohort A to Cohort B seems reasonable; we are not aware of
other unobserved, systematic differences between cohorts. The study team
assessed this assumption indirectly by estimating overall treatment impacts at
the first follow-up separately by cohort and across subgroups: cross-cohort
differences in subgroup effects in intermediate outcomes, such as first follow-up,
would give indirect evidence that the constant subgroup treatment effect
assumption does not hold. In this case, the study team found no meaningful
differences (Authors, 2021).

Summary: Across our decision making framework, focusing on the effect at 5-month follow up
for Cohort A (estimand 1) best represents the quantity of interest in the original trial — the
lasting impact of FFT, when children are attending in-person school and parents can safely
gather in person for the workshops. It also has better construct validity and policy relevance.
We then propose to estimate this quantity using the corresponding complete case analysis (i.e.,
Cohort A alone).
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Overview of Chicago Pre-K Study

Background
Our descriptive study example explored whether and how Chicago’s school-based pre-K system
shifted enrollment patterns after the district implemented a set of policies focused on changing
access to and enrollment in school-based pre-K. These policy changes were designed to
increase enrollment among student groups identified as most likely to benefit from pre-K but
who had historically low enrollment rates and lower school readiness. The goal was that these
increases in pre-K enrollment would then lead to more favorable learning outcomes for students
over time.

To assess this, we compared patterns of enrollment and geographic access (i.e., distance from
home to a school with pre-K and number of pre-K classrooms nearby) for different student
groups before and after the policy changes. Initial results showed that following the policy
changes, both access to and enrollment in full-day pre-K expanded substantially among Black
students, lowest-income students, and students living in mostly-Black neighborhoods, even as
overall school-based pre-K enrollment remained relatively constant (Ehrlich et al., 2020).
Enrollment and geographic access patterns were assessed in years prior to the onset of the
COVID-19 pandemic. However, the current case study asked whether these policy changes are
also related to more favorable academic outcomes through third grade. For the final cohort of
the study, this assessment period overlapped with the pandemic (Figure 4).

The sample for this study is our best approximation of the total number of students who might
have considered enrolling in Chicago Public Schools (CPS) for pre-K as a four-year-old in the
three years before and after the policy changes (N=141,938). We defined six cohorts of
students who attended CPS for Kindergarten,13 and were thus eligible to enroll in school-based
pre-K as a four-year-old during the 2010-11 through 2015-16 school years (see cohorts in
Figure 4). Students in Cohorts 1-5 completed third grade prior to the pandemic, but students in
Cohort 6 were in third grade during the 2019-2020 school year, which was interrupted by
COVID-19. In this case study, our primary outcome is students’ math score from the Measure of
Academic Progress (MAP), a standardized, computer-adaptive achievement test administered
to all CPS students in grades 2 through 8.14

14 MAP is produced by the Northwest Evaluation Association (NWEA), which markets standardized
assessment used in all 50 states.

13 Plus those who enrolled in CPS for pre-K, but did not continue into CPS Kindergarten.

14



Figure 4. Cohorts Included in Analyses, Before and After Chicago’s Pre-K Access,
Application, and Enrollment Policy Changes.

Estimands. In this case study, the three primary estimands are:

1. 3rd grade scores for Cohorts 4 and 5 (relative to Cohorts 1-3)

2. 2nd grade scores for Cohorts 4-6 (relative to Cohorts 1-3)

3. 3rd grade scores for Cohorts 4-6 (relative to Cohorts 1-3), in a counterfactual world
without the pandemic

Estimates
As in the FFT study, we consider three strategies for estimating the association between math
scores and the policy change: (1) using third grade math scores for the first five cohorts only
(“complete case”); (2) imputing the missing third math scores for the final cohort; and (3) using
second grade math scores for all students (“alternative outcome”). For all three strategies, our
primary estimation approach is the same: we use simple linear regression to adjust for the
cross-cohort comparisons. Specifically, we regress standardized math assessments for
second/third grade on: standardized age in months, an indicator for an individualized education
plan (IEP), an indicator for pre-K enrollment as a three year old, an indicator for male, an
indicator for English language learner, a standardized poverty variable, a standardized social
status variable, an indicator for neighborhood type, and a categorical variable for race/ethnicity
(white, Black, Latinx, and all other races). Our quantities of interest are the coefficients on the
cohort indicators (i.e., the number of years after the policy was implemented), measured relative
to the pre-policy average.15 We also restrict our analysis for all three strategies to the subset of
students who have observed second grade assessment data (i.e., complete case using this
outcome), which is 75% of the original sample.16 While this introduces its own complications, it
allows us to better isolate the key methodological questions around third grade outcomes.

16 Students who were dropped from the sample include: Pre-K students who did not enroll in CPS for
Kindergarten, students who left CPS between Kindergarten and 2nd grade, and students whose second
grade scores were simply missing from our dataset.

15 While this is inherently a descriptive study, we can also view this as a pre-post study in which we
compare (adjusted) outcomes between pre- and post-treatment cohorts.
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Figure 5 shows the estimates obtained using these three strategies. Overall, we find small but
positive associations of the policy changes with early elementary (second or third grade) math
assessments; the magnitude of associations is slightly larger in each successive year of policy
implementation. We reiterate that each analytic strategy estimates a slightly different quantity.

Figure 5. Standardized Regression Coefficients on Year of Policy Implementation Relative
to Pre-Policy Years (95% Confidence Intervals) across Three Analytic Strategies

Note: “Complete case” is the analysis with the first five cohorts. 2nd Grade Math N=141,938; 3rd
Grade Math (complete case) N=118,498; and 3rd Grade Math (imputed) N=141,938.

Applying the decision-making framework
We now apply the decision-making framework to the Chicago Pre-K study.

● External validity and policy relevance. The Chicago Pre-K study was originally
designed to investigate policy associations with third grade math assessment scores
using data from all six cohorts. The number of school-based full-day pre-k
classrooms—a key element of the policy that is the focus of this study—grew steadily
across Cohorts 4-6 of our study: just 16% of schools offered full-day pre-k in 2013-14
when Cohort 4 was eligible to enroll, compared to 40% in 2015-16 when Cohort 6 was
eligible. Since then, Chicago has continued to expand full-day pre-k as it works towards
universal access for all four-year-olds. Therefore, the full-day pre-k available to Cohort 6
most closely resembles projected levels of full-day pre-k available to future, post-COVID
cohorts. This means that including Cohort 6 in our analyses is an important way to make
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our estimand more relevant for post-pandemic decision making.

Third grade assessment scores are typically used as outcomes of interest in early
childhood research because third grade represents the first high-stake testing grade. But
including third-grade outcomes for Cohort 6 again requires assumptions about a
counterfactual data collection world. As in the previous application, a world without the
pandemic is a useful fiction, though its value beyond simply focusing on pre-pandemic
estimands is unclear. Instead, because Chicago administers the same standardized
math assessment in second grade and third grade, and in fact uses second grade
scores as a baseline for calculating third grade student growth and teacher-level value
added measures, we feel confident that second grade math scores also constitute a
meaningful outcome of interest for this study. Moreover, other research has documented
the importance of measuring math outcomes in early elementary grades given their
predictive ability to later outcomes (Claessens & Engel, 2013).

● Standard errors. With a sample size of nearly 142,000, statistical power is not a central
consideration in choosing among approaches for handling missing data due to COVID in
the Chicago Pre-k Study: the standard errors for all estimates across all three
approaches range from 0.007 to 0.009 standard deviations. That said, the complete
case analysis has a smaller sample size (119,000 vs 142,000), which slightly reduces
power, albeit with little substantive difference.

● Missing data assumptions.17 The assumption that subgroup effects are generalizable
across cohorts seems difficult to reason about in this case study. In particular, even
though baseline characteristics are largely similar across cohorts, it is not reasonable to
assume there are no systematic differences between Cohort 6 and the previous Cohorts
1-5. In fact, the average second grade math score in Cohort 6 is more than one tenth of
a standard deviation higher than in Cohort 1, and average third-grade math scores in
Cohorts 1-5 vary by more than .06 standard deviations. In this descriptive study, our
pre-k policy change of interest is completely confounded with cohort: our study design
compares the outcomes of Cohorts 1-3, (which were eligible for pre-k before the policy
change) to the outcomes of Cohorts 4-6 (which were eligible for pre-k after the policy
change). Moreover, policy implementation, especially access to full-day pre-k, ramped
up substantially from Cohorts 4 to 6. To the extent that the policy changes are associated
with outcomes, we thus expect Cohort 6’s third grade outcomes to be systematically
larger than third grade outcomes in previous cohorts, all else being equal. Indeed, the
average second grade math score in Cohort 6 is nearly .04 standard deviations higher
than in Cohort 4, and nearly .02 standard deviations higher than in Cohort 5.

Summary: While there are trade-offs for all choices, we argue that focusing on two

17 Unlike for the FFT application, we cannot assess differential attrition in this application.
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pre-pandemic estimands is a reasonable default: (1) third grade scores for Cohorts 4 and 5; and
(2) second grade scores for Cohorts 4-6. In the final Chicago Pre-k study, the research team
chose to highlight Estimand 2 as the primary quantity of interest and Estimand 1 as a
supplemental analysis. We can then estimate these via the corresponding sample quantities,
rather than using any missing data adjustment methods.

Conclusion

The COVID-19 crisis presents many challenges to ongoing studies of educational policies and
programs — challenges about which the field needs further discussion and guidance. Here, we
tackled the common shared challenge of missing data on an entire cohort at a key follow-up
time point. We reviewed best practice recommendations for addressing internal validity threats
due to missing data (Miller at al., 2019). As we explained, these recommendations may fall
short in studies disrupted by COVID-19 because the assumptions that underpin these
recommendations were violated. We then provided a new, simple decision-making framework
for empirical researchers facing this situation and then discussed two empirical examples of how
to apply this framework drawn from early childhood studies — one a cluster randomized trial
and the other a descriptive longitudinal study. We showed that what is often the most
recommended strategy for addressing missing data problems pre-COVID-19, missing data
adjustment methods such as imputation and reweighting, is likely not advisable in situations with
COVID-19-related missingness. Instead, a pivot to focusing either on a fully observed cohort
(complete case analysis) or to focusing on an alternative outcome may be more appropriate in
many situations. Note, however, that the alternative outcome strategy could undermine the
strengths of pre-registration (Gelbach & Robinson, 2018). This strategy accordingly requires
revisiting and revising pre-registration plans before analysis.

Just as empirical education researchers have benefitted from other best practice guides (e.g.,
Bloom, 2012; Calonico et al., 2017; Duflo, Glennerster, & Kremer, 2007; Imbens & Lemieux,
2008; Lipsey et al., 2015; Murnane & Willett, 2010), we hope our present work might do the
same or at least spark further work on this topic. There is still much that can be learned from
studies that were compromised by the COVID-19 crisis. As the U.S. and other countries seek to
address learning setbacks, the need for rigorous empirical education research to inform
evidence-based policymaking has only grown in importance and urgency. Moreover, the studies
we present here—while still challenging to analyze—benefit from the relatively simple
multi-cohort structure. There are many more complex missingness patterns that require more
careful thought, such as studies where some participants are partially observed pre-COVID or
studies with far fewer pre-COVID cohorts.

Though critically important, we have not addressed the highly variable experiences of students
and their families throughout the pandemic, which likely impact assessment scores and all other
measures of academic achievement including attendance, course grades, and disciplinary
records. Some students in the United States returned to in-person schooling in Fall 2020, while
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others attempted “hybrid” models with some in-person learning combined with remote learning,
and yet others remained remote well into the 2020-21 school year. These variable patterns of
district decision-making, as well as the degree to which students are able to learn within the
paradigm made available to them, are no doubt associated with demographic characteristics
(such as race) as well as social and economic characteristics (such as family and community
wealth). For example, high-speed internet is not available in all communities, making remote
learning difficult or impossible for some students. As such, the COVID-19 crisis interrupted
schooling and, most importantly, learning differentially and likely inequitably; some students
suffered little and others greatly. These disparities likely exist at multiple levels, such as by
region, school district, neighborhood, student groups, and individual students. This means that
during this time period, we cannot necessarily make usual assumptions about similarities across
subgroups, or about the stability of relationships between student, school, neighborhood, or
regional characteristics and learning outcomes.

Therefore any attempt to use or impute missing learning outcomes during the pandemic
requires researchers to carefully account for all of these issues, which are similarly difficult to
measure directly. While some smaller scale studies can address questions of “learning loss” in
some cases and “resiliency” in others, it will be much harder to conduct larger scale studies to
assess the impact of the COVID-19 and resulting economic crisis on student learning.

Finally, while we have intentionally focused on a narrow use case, our discussion has
implications for other applications in which entire groups have missing outcomes. In particular,
we argue above that groups with missing outcomes typically contain no information about the
treatment effect of interest, and that standard missing data methods effectively require
researchers to “generalize twice” when this missingness pattern occurs: once from the observed
group to the groups with missing outcomes and once from the study to the target context in
which the study will be used. While this argument is well documented in the methodological
literature (e.g., von Hippel, 2007), we believe that this is under-appreciated in empirical practice
more broadly. We therefore suggest that researchers tackling this type of missingness consider
alternative estimands rather than “generalize twice,” following standard recommendations.
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Supplementary Materials

Imagining a pandemic world in which data collection is possible
Our discussion of pandemic estimands in the main text focuses on a counterfactual world
without the pandemic. Focusing instead on longer-term effects for Cohorts A and B in a world
with the pandemic raises fundamental questions of measurement and construct validity. Among
other concerns, researchers proposing this estimand should be prepared to grapple with these
questions:

● Measurement and interpretation. It is unclear what it would mean for students to take
(counter to fact) a standardized assessment in the context of remote instruction and
global uncertainty. Had they taken the assessment, many students would likely have
scored lower than their counterparts in previous cohorts due to lost learning time as well
as added stress and trauma (for a detailed discussion of measurement questions, see,
for example, Boyer, 2021). Moreover, emerging evidence indicates that many aspects of
the COVID-19 pandemic and related challenges (e.g., access to high-speed internet)
and economic repercussions were inequitably distributed—hitting some communities,
and thus some students, harder than others (Weiland et al., 2021). Further, the theory of
change of essentially all existing educational interventions and policies never included
effects persisting through a historic global pandemic (Weiland & Morris, 2022).
Accordingly, there is currently almost no guidance on how to interpret findings from
longitudinal studies that pre-date the COVID-19 crisis.

● Timing. The timing of planned data collection is also an important consideration. For
instance, consider data collection planned for mid-March 2020 versus data collection
planned for mid-May 2020. We can more easily imagine that—had we been able to
collect data in March 2020—children’s outcomes (e.g., math skills, vocabulary,
academic grades) would be more comparable to pre-COVID-19 levels a few days into
the pandemic compared to a few months into it. In the Chicago Pre-K case study below,
the outcome of interest is a third grade standardized assessment scheduled for May, at
the end of the school year. Assessment scores thus reflect students’ learning up to the
assessment date — including the math that they learned in third grade. Had this
assessment been given to third graders in early March 2020, prior to the pandemic,
scores would reflect two months less learning time than intended. Alternatively, if the
assessment had been given remotely in May 2020, scores would reflect two months of
suboptimal learning conditions characterized by great uncertainty, upheaval, and trauma,
all while schools were closed and/or shifting to other modes of instruction. Either
scenario would almost certainly result in systematically lower assessment scores for the
final cohort than for previous cohorts, all else being equal. Finally, while we largely focus
on missingness in spring 2020, we can apply similar reasoning to missing data due to
canceled or disrupted data collection later in the pandemic.
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